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Operating ML models, presents several challenges:

* Model drift: As real-world data changes, models become less

- _ Computational 2
accurate, requiring frequent retraining. = Requirements - B patasios (]
* Resource management: ML workloads have varying demands, -
: . . : Explainabilit Overfitti o%8R
making efficient allocation crucial. @f et g, veriting o
* Data quality: Consistent, reliable input data is essential for model /' challenges
z U — s | ot ————
pe rformance' J,b e in Bu"dlng ----------- and Guantity
: Al/MLModels ;
* Compliance: Meeting governance and regulatory requirements is
Scalability & e Lack of
challenging. ih Deployment " e T
e Versioning: Tracking models, datasets, and experiments is difficult
Ethicaland = = e : Eosmnmn Integration with
at scale. élé Legal Concerns Legacy Systems @

Source: https://www.dqglabs.ai/blog/impact-of-data-quality-on-model-performance/



Introducing MLOps

e Model development
e Model evaluation
e Parameter tuning

e Data engineering

e Pipeline development

e Integration of model into
business application

Software
Engineering

Machine
Learning

Operations

e Model deployment
e Metadata management
e Logging and monitoring
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MLOps: quick recap

Business

Al/ML

Platform - - - - -
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ML Solution Lifecycle

Training Serving

Continuous
Monitoring

Experimentation/

Continuous Training Model CI / CD
Development

|
|
|
[
l
|
|
|
|
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Reliable and repeatable training
Automated E2E Pipelines

Orchestrated experimentation Source

code Source
Development — & Data Model Model Model > .
AfeEeE Extraction Training Eval. Valid. Repository
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Reliable and repeatable training
Automated E2E Pipelines

Orchestrated experimentation Source
code
- Model ot > Sour.ce
Development  ——— [ il Training Valid. Repository
datasets
Training pipeline CI/CD ML pipeline
: : Artifacts
o Build Run Tag and store Deploy to » Artifact
components & automated Artifacts target Store

pipelines tests environment
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Reliable and repeatable training
Automated E2E Pipelines

Orchestrated experimentation Source
code
- Model V. > Sour.ce
Development  ——— [ il Training Valid. Repository
datasets
Training pipeline CI/CD ML pipeline
: : Artifacts
Lo Build Run Tag and store Deploy to » Artifact
com.por)ents & automated Artifacts t.arget Store
pipelines tests environment
. o Trained
. Continuous training Models
Model
— - Data Model - :
Trammg Extraction Training ReQIStry
datasets
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Reliable and monitored serving
Automated E2E Pipelines

Source Model Deployment CI/CD
Repository
Build Prediction Run Automated Deploy to Target
Service Tests Environment
Model —
Regqistry
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Reliable and monitored serving
Automated E2E Pipelines

Source Model Deployment CI/CD
Repository
Build Prediction Run Automated Deploy to Target
Service Tests Environment
Model — :
Registry

; EPerformance
Serving infrastructure and event lo Log Store

Monitor

E Evaluations, ML Metadata
Data Drift and

Concept Drift
notifications
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Model

f
v

Training o< snowflake
Post @ MLflow
Processing (35 ol
L{_:’}“] % FEAST
8 oo | oo
D, e - Persistent
Feature Store DAG's, U, L Inference Model Registry . Data
generator cofig I ¢ Artifact |

Cl f

> Model
E Model Repo Hosting dbt

T 1

v | [l D> S

v it iy § T 35']

o}g projects — % L Feature Set

ZCR regustry
AWS Fargate
AWS Fargate Amazon EC2
Architecture overview: Source:
. https://aws.amazon.com/blogs/machine-learning/building-an-efficient-mlops-platform-with-oss
e Airflow for workflow orchestration Feast for feature -tools-on-amazon-ecs-with-aws-fargate/
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“In control theory, observability is a measure of how well internal states

of a system can be inferred from knowledge of its external outputs.”
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“Monitoring tells you whether a system is working;

Observability lets you understand why isn't working.”
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Unique ML Characteristics

Resource Patterns:
e Sustained high GPU usage during training vs consistent CPU usage in traditional apps
e Specialized GPU node scheduling vs typical short-lived batch jobs

* \Variable computational demands requiring dynamic resource allocation

Monitoring Focus:
 Model-specific metrics: Accuracy, F1 scores (irrelevant for standard applications)

e Data drift monitoring: Track shifts in user preferences and data patterns
* Continuous feedback loops: Analyze interactions for targeted improvements

* Granular observations: Sometimes per-prediction monitoring vs standard application metrics

Source: https://www.dqglabs.ai/blog/impact-of-data-quality-on-model-performance/
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Observability

Observability = gaining insights into ML model behavior & infrastructure.

Enables Teams to:
* Quickly identify and diagnose issues
* QOptimize resource usage
* Ensure compliance
* Monitor model performance and detect drift

* Track data quality and integrity

Feedback Loop:
e Continuous monitoring and retraining using real-world data
* Helps models adapt to user behavior, new data patterns, and emerging trends Source: https://www.cloudlaunchpad.app/blog/observability-in-aws-eks

* Drives better decision-making, user experience, and business value
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The Need for ML Observability in MLOps

Pillar What It Covers AWS Services / Methods

Data Quality Detect schema mismatches, cardinality shifts, out-of-range Use AWS SageMaker + Model Monitor; batch &
values; track distribution drift in features. (Grid Dynamics) streaming ingestion; baseline jobs. (Grid Dynamics)

Fairness / Bias | Pre- and post-training bias detection; monitoring predictions’ AWS Clarify for bias metrics; set facets; integrate
distribution across sensitive groups. (Grid Dynamics) into model evaluation pipelines. (Grid Dynamics)

Explainability Understanding which features drive predictions (global & local); | Methods like SHAP, LIME; use feature attribution
detecting unjustified dependencies. (Grid Dynamics) drift jobs; visualize top features & heatmaps. (Grid

Dynamics)
Model Monitoring model accuracy, recall, F1, etc.; detecting concept AWS Model Monitor, performance / drift jobs;
Performance / |drift; comparing predictions vs ground truth. (Grid Dynamics) optionally use open-source libs like nannyml. (Grid

Drift Dynamics)



https://www.griddynamics.com/blog/how-to-enhance-mlops-with-ml-observability-features-a-guide-for-aws-users
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Observability checks
|

L

Feature attribution drift

Track changes in feature
contribution

1) ) Al
Concept drift Bias metrics drift Data drift
l l | l
I Il
Monitarelanaes Monitor Monitor changes
. g Monitor changes changes in embeddings
In Performance S : : S
atrice In bias metrics In data distribution for
. distribution images or text
« Model accuracy « Model fairness - Monitor feature drifts across tabular  Explainability

« Model score drifts

« Monitor drift
between train
baseline and
production scoring

(structured) and unstructured (images,
video) data
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Container Insights | Service: EKS v | Add to dashboard [INGINER 52 || Viewin maps View performance dashboards

Clusters state summary (3) Performance and status summary
As of May 13, 2024, 11:37 AM (UTC+01:00) Last 1 min
Clusters CPU (avg) Clusters Memory (avg)
e St L Utilization 13% @ Utilization 30%  CEEEEED
/AOInalarm ) 00K 2 High utilization @ 1 Low utilization Reserved 14% Reserved 2%
Clusters GPU (avg) Clusters NeuronCore (avg)
Utilization 0% @ Utilization 72% D
Memory 0%
Pods (sum) Nodes (sum)
Desired 66 FESSs—S Unavailable 0 @
Ready 65 Available 6

Control plane summary
Last 3 hours

122 28.6

Max API server requests Average API server requests latency

95 0

Total number of stored objects Average admission controller latency
Top 10 | Nodes ¥ | per metric | NeuronCore Utilization ¥ Top 10 | Containers ¥ | per metric | NeuronCore Utilization ¥
Last 3 hours : Last 3 hours
Percent - Percent -
& 1 - ip-192-168-78-145.us-west-2.comput... & 1 - neuron-sample neuron-sample-f48b5...
8151 Nt @ 2 - ip-192-168-70-170.us-west-2.comput... 8131 :yp\@{:\»,\:\-:/‘\&\,\ @ 2 - role1-0 berttrain-d9gfxh055hxjsd-role...
| ‘ it R r' 9 3 - role1-1 berttrain-d9gfxh055hxjsd-role...
b 1
40.65 40.65 : ¥ J
if
(\
{
|
\ 4 A A A l
0 A4 a0 0

08:00 08:30 09:00 09:30 10:00 10:30 08:00 08:30 09:00 09:30 10:00 10:30



v Performance dashboard views Info

Clusters ® No alarms detected

Namespaces ® No alarms detected
Nodes | @ No alarms detected
Services @ No alarms detected
Workloads ® No alarms detected
(@ No alarms detected

® Containers @ No alarms detected

» More dashboard views

¥ Metrics aggregation

Neuron metrics aggregated by:

Container ® NeuronCore

¥ Filters

(@ By default only top 10 metrics are shown in the
widgets on this dashboard. Use the filters to view
a specific resource.

Cluster

my-trn1-cluster

Namespace

Workload

berttrain-d9gfxh055hxjsd X

Clear Applied Filters

Container EFA RDMA RX

Bytes/Second

1.000G

800.0M

600.0M

400.0M

200.0M

09:45 10:00

@ 1 - berttrain-d9gfxh055hxjsd-role1-1-0 role1-1
@ 2 - berttrain-d9gfxh055hxjsd-role1-0-0 role1-0

Container EFA network RX dropped packets

Count/Second

1.00
0.80
0.60

0.40

09:45 10:00

@ 1 - berttrain-d9gfxh055hxjsd-role1-0-0 role1-0
® 2 - berttrain-d9gfxh055hxjsd-role1-1-0 role1-1

NeuronCore Utilization (per NeuronCore)

Percent

79.28 x

09:45 - 10:15

B e e e e B s e

@ 7 - berttrain-d9gfxh055hxjsd-role1-1-0 role1-1 device15 core31

@ 8 - berttrain-d9gfxh055hxjsd-role1-0-0 role1-0 device1 core3

@ 9 - berttrain-d9gfxh055hxjsd-role1-0-0 role1-0 device10 core21
10 - berttrain-d9gfxh055hxjsd-role1-0-0 role1-0 device7 core14

Pod status metrics

Container EFA RDMA TX

Bytes/Second

1.00

0.80

0.60

0.40

09:45 10:00

@ 1 - berttrain-d9gfxh055hxjsd-role1-0-0 role1-0
@ 2 - berttrain-d9gfxh055hxjsd-role1-1-0 role1-1

Container EFA RDMA write RX bytes

Bytes/Second

1.00
0.80
0.60

0.40

09:45 10:00

@ 1 - berttrain-d9gfxh055hxjsd-role1-0-0 role1-0
® 2 - berttrain-d9gfxh055hxjsd-role1-1-0 role1-1

NeuronCore Memory Usage (per NeuronCore)

MiB

8.321G

367.5M
09:45 10:00 10:15

@ 1 - berttrain-d9gfxh055hxjsd-role1-1-0 role1-1 device7 core15
@ 2 - berttrain-d9gfxh055hxjsd-role1-1-0 role1-1 device6 core13
@ 3 - berttrain-d9gfxh055hxjsd-role1-1-0 role1-1 device4 core9
@ 4 - berttrain-d9gfxh055hxjsd-role1-1-0 role1-1 deviceO core0
@ 5 - berttrain-d9gfxh055hxjsd-role1-1-0 role1-1 device2 core4

Containers running

Count

2.0

Containers terminated




aa General / Kubernetes cluster monitoring (via Prometheus) ¢ 3 i+ B O © O LastiSminutes v Q O 10sv B

aws datasource  default v Node eksa-elamaras-mgmt-cluster-s4g68 v
v Network I/0 pressure

Network I/O pressure

Q 400 kB/s

. .y W %MWW

oo 0B/s

oo /~—/\—/\ w o . | /\—/\___/;
-200 kB/s

G,
-400 kB/s

@ 18:22 18:23 18:24 18:25 18:26 18:27 18:28 18:29 18:30 18:31 18:32 18:33 18:34 18:35 18:36

aws v Total usage

rg} Cluster memory usage Cluster CPU usage (2m avg) Cluster filesystem usage

{0

33.4% 6.68% N/A

Used Total Used Total Used Total

2.60iB 7.77 ciB 0.13 2.00 N/A N/A

v Pods CPU usage

aws Component
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General / Transformer Dashboard ¢ << ihi+

Amount of 'unknown' tokens Latency Distribution

0 « - 0

4:04:00 14:04:30 14:05:00 14:.05:3 14:06: 14:06:30 4.07: 4:07:3 14:08:00 4:08:3 14:04:00 14:04:30 14:05:00

== transformer_tensorrt_model_stats:unknown_tokens{instance="clearml-serving-statistics:9999", job="clearml-inference-stats"} m= +nf == 0005 == 001 == 0.025

Y0 Output Class Distribution Y1 Output Class Distribution

‘...

aws Component
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49 86 neuron-monitor ¥ < "

Q Instance Info
+
a0 i-Ofadeaal3a49c7edf inf1.24xlarge us-west-2b subnet-ded8ee96
0o
i-0085995f1954b37fc inf1.xlarge us-west-2d subnet-59758172
(&) ;
i-0e64f2f3ab7c64633 inf1.6xlarge us-west-2d subnet-59758172
8
{:.:J
\V
vCPU Count vCPU Utilization Host Memory Usage NeuronCores in Use NeuronCore Utilization Inference Success Rate Inference Error Rate
: : b
% @, \: \\
\
: / ; \
o 0 ) 0,
29.82% W 56.97% -y 7.935% | 0 cps
= \ - | =
& S 8 s 8
System Utilization vCPU Usage Host Memory Usage
60.0% 35.00% 60.0%
50.0% 30.00% _ L B . | . 5 | S Tt e 50.0%
40.0% 40.0%
25.00%
30.0% =—— - - . - - — - — —_— 30.0%
20.00%
20.0% 20.0%
15.00%
10.0% i 10.0%
0% 10.00% 0%
H 13:11:30 13:12:00 13:12:30 13:13:00 13:13:30 13:14:.00 13:14:30 13:15:00 13:15:30 13:16:00 13:11:30 13:12:00 13:12:30 13:13:00 13:13:30 13:14:.00 13:14:30 13:15:00 13:15:30 13:16:00 13:11:30 13:12:00 13:12:30 13:13:00 13:13:30 13:14:00 13:14:30 13:15:00 13:15:30 13:1
— Memory Usage — vCPUUsage — NeuronCore Usage — system — user — Memory Usage — Memory |

aws Component
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Issue Timeline

A

Issue start Issue end
MTTR
MTTI
MTTD 7
Detect |ldentify Fix Verify
aws o
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: = AWS
~ . |User Groups
Kuala Lumpur / Malaysia

COMMUNITY DAY

MALAYSIA
SPEAKER

How to Measuring

. Changes made to monitoring configuration . Alert creation
"Out of hours" alerts . Alert acknowledgement

. Team alerting balance . Alert silencing and silence duration
False positives & negatives - Unactionable alerts

Usability: alerts, runbooks, dashboards
MTTD, MTTR, impact



Create a query to be alerted on

Prometheus - now-3h to now

((100 * 3 ease(asteroid:Minimum_Orbit_Intersection_bucket{}[1m]) / increase(asteroid:Minimum_Orbit_Intersection_sum{}[1Tm])) - (100 * inci
(asteroid:Minimum Orbit Intersection bucket{}[5m]) / increase(asteroid:Minimum Orbit Intersection_sum{}[5m]))) A 2

Legend O {le}} Min step Resolution 1/1 +  Format Time series v Instant Prometheus

Time series

12:30 12:40 12:50
w= +inf == -0.000476 == 0.159 == (0.319

Operation Classic condition

Conditions WHEN last()

®

E=% Table

aws Component
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Feedback

aws

COMMUNITY DAY

AWS
User Groups
Kuala Lumpur / Malaysia

pu




aws

COMMUNITY DAY

AWS
User Groups
Kuala Lumpur / Malaysia

pu




