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Agenda

Spinnaker (Intro, Features, Components, etc)

Data Flows of Spinnaker (Application Management and Application Deployment)
Spinnaker Integration with Azure

Automating with Spinnaker
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Spinnaker

 Pronunciation — spin'akar

« Open Source multi-cloud CD platform

« Asupplemental sail to the main sail, especially a triangular one, used on yachts
for running before the wind

» Initially developed by Netflix's Asgard (2014), Open-Sourced in 2015 | Built for
releasing software changes with high velocity, confidence | Designed with
pluggability in mind

» Support for all major Cloud Provider (App Engine, GCP, Azure, AWS, DC/OS,
Oracle Cloud, Cloud Foundry)Cluster Management
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Advantages

CONFERENCE

Multi-Cloud CI/CD

« Variable pipeline type, easy rollback

« Flexible pipeline management system
» Variable deployment strategy (Blue-Green, Rolling Red/Back, Canary)
» Hybrid Cloud (VM/Container)

« Cl Integrations

 Halyard CLI

« VM Backery

 RBAC

* Notifications

 Safe Deployment: judgement

« Chaos Monkey Integration

« Restrict Execution Windows

#AzConfDev
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ArCh ite Ctu re COMMUNITY

CONFERENCE

« Deck: Web-Based Ul

« Gate: APl Gateway

 Orca: Orchestration Engine
 Clouddriver: Indexing/Caching
« Front50: Metadata

« Rosco: Prod VM Images

« lIgor: Trigger Pipeline

« Echo: eventing bus

* Flat: Auth service

« Kayenta: Canary Analysis

« Keel: Managed delivery
 Halyard: Configuration service
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COMMUNITY

Deployment
Consists of:
* Pipeline
« Stage
« Task
« Deployment Strategies
Find image Cutover Deploy PROD Tear down Destroy
Start from TEST Deploy CANARY manual approval (red/black) CANARY old PROD
Wait 30 mins Wait 2 hrs
#AzConfDev
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Deployment
Strategies

Red/black
(Blue/green)

Rolling red/black

Canary

Source: spinnaker.io
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SPINNAKER Search

@ mdservice

Q

<

SEARCH ©

<

ACCOUNT

my-kubernetes-account

<

REGION
default

STACK

<

(none)
prod

stage

<

STATUS

Healthy
Unhealthy
Disabled
Starting

Out of Service

Unknown

v AVAILABILITY ZONES
default

v INSTANCE TYPES
v INSTANCE COUNT

Min: Max:

Source: spinnaker.io

Applications

= PIPELINES &8 CLUSTERS TASKS

Clusters (2] iEEdit multiple  Show Instances with details

MY-KUBERNETES-ACCOUNT  [REEEE L ¥ XY VTR o1 001

DEFAULT

£ V059: spinnaker-1022/mdservice:5¢0220767b237ad0fd7e007304a7796cb5a2fafd

MY-KUBERNETES-ACCOUNT [l R {aa

DEFAULT

€3 V073: spinnaker-1022/mdservice:5c0220767b237ad0fd 7e007304a7796cb5a2fafd

stevenkim@spinnaker-test.net « Search Q .

© Create Server Group

128 A : 100%

128 4 :100%

2 4:100%

2 4 :100%

(sh)

LOAD BALANCERS  SECURITY GROUPS  CONFIG

mdservice-prod-v059

R )RMATION
Resize 6 14:24:18 PDT
Disable
Destroy |

Clone IL

Kube Ul mdservice-prod-v059

v HEALTH

Pods 128 4 :100%

v DEPLOYMENT

No deployment found.

v REPLICAS

Min 128
Max 128
Current 128

v HORIZONTAL POD AUTOSCALING

Desired 128
Target CPU 40%
Current CPU 0%
Latest Rescale a minute ago
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- Accessing Spinnaker from Deck Ul g — . .-

Applications - pplicat B
Name Created Updated owner Account(s) Description
New Application : : S
webappl - 2021-10-29 23:36:36 PDT admin@here.com prod, staging Demo Web Application - Echo Server
coredns - - prod, spinnaker, staging
Name *
deck - - spinnaker
owner Email * ;
gate - - spinnaker
Repo Type Select Repo Type ngress - - prod, spinnaker, staging
Descrip(ion ’ | kube - - prod, spinnaker, staging
kubernetes - - prod, spinnaker, staging
Instance Health [} Consider only cloud provider health when executing tasks © spif ) ) spinnaker

[ show health override option for each operation ©

Instance Port © &0 e |13

Pipeline Behavior (] Enable restarting running pipelines ©
| Enable re-run button on active pipelines ©

* Required

Cancel
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- Create pipelines for dev, staging,

@ webappl =

SEARCH ©

PIPELINES

[ staging Deployment
[ staging Approval
[ Production Deployment

Reorder Pipelines

STATUS

Running
[J Terminal
] Succeeded
] Not Started
(0 canceled
[ stopped

7 Paused

Buffered

= PIPELINES & INFRASTRUCTURE

+ - Group by Ppipeline v Show 2

v STAGING Staging Deployment

MANUAL START
anonymousj (anonymous)
4minutes ago Status:

v staging Approval

STAGING DEPLOYMENT
PIPELINE

anonymous] (anonymous)
3 minutes ago

Status:

» Ex

v Production Deployment

STAGING APPROVAL
PIPELINE

{anonymous] (unknown user
3minutes ago

Status:

> Ex

and prod

o |

TASKS

W | executions per pipeline stage durations

£ configure

00:17

Oconfigure

00:08

£ configure

00:37

CONFIG

o«

» Start Manual Execution

Duration: 00:17 & @

» Start Manual Execution

Duration: 0008 (& [

» Start Manual Execution

Duration: 0037 ¢ i

@ webappl =

Infrastructure

SEARCH ©

ACCOUNT

[ prod
] staging

REGION

[ prod
[ staging

CATEGORY
[ Server Group
STACK
1 {none)
DETAIL

1 {none}

= PIPELINES & INFRASTRUCTURE

88 CLUSTERS s LOAD BALANCERS

i@ Edit multiple | Show Binstances [ with details

iii deployment echo-app

PROD
© deployment echo-app

O Vool: ;fechoserver

::: deployment echo-app

STAGING
© deployment echo-app

O Vool ifechoserver

© Create Server Group

2 4 : 10

(h)2.:
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References

1. https://spinnaker.io/docs/
2. https://spinnaker.io/docs/concepts/ebook/
3. https://spinnakerteam.slack.com/
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Feedback

https://bit.ly/azsteedback2021



https://www.youtube.com/redirect?event=live_chat&redir_token=QUFFLUhqbFhvLXV6MFlndWdORHh2S29zOE85cWl3dkFrZ3xBQ3Jtc0tsVHNhaldWVFY3dGpZbjFkazdtdndfX3hreUpOMW5Lc3ZtdjJqSjdhSXFUcjlURXYzSThjLU5YTjExQWV2QnFybU1mUUVsLWgyYlVXcEIwamdQMU9KWWFFdDVOYXF6aFlPQXVqRDc0TUptb1NSa3ZrUQ&q=https%3A%2F%2Fbit.ly%2Fazsfeedback2021
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