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LLM and RAG-Based Chat 
Applications

Chapter One

Overview



"The future of AI isn't just in 
generating human-like 

responses; it's in augmenting 
those responses with 

knowledge from the real 
world."



● Stands for Large Language Model
● Trained on vast text data to understand and generate human 

language
● Powers tools like ChatGPT, Google Gemini, and Meta LLaMA
● Can:

○ Answer questions
○ Summarize and translate text
○ Write code and assist with content creation

What is an LLM?



● RAG = Retrieval-Augmented Generation
● Combines external knowledge retrieval with LLM-based text 

generation
● Improves accuracy by pulling in relevant and up-to-date external 

data at query time
● Especially useful when the LLM's training data is outdated or 

incomplete
● Avoids costly model retraining by using live, trusted, authoritative 

data sources

What is RAG



Known challenges of LLMs include:

● Presenting false information when it does not have the answer.
● Presenting out-of-date or generic information when the user 

expects a specific, current response.
● Creating a response from non-authoritative sources.
● Creating inaccurate responses due to terminology confusion, 

wherein different training sources use the same terminology to talk 
about different things.

Why is Retrieval-Augmented Generation important?



● Cost-efficient implementation strategy: Skip expensive retraining
● Real-time access to information: Always current and relevant
● Source-aware outputs: Includes references or citations for trust
● Greater developer control: Manage data, behavior, and access 

securely

Key Benefits of Using RAG



● Receive user query from the chatbot or application
● Retrieve highly relevant documents via vector-based search
● Augment the LLM prompt with contextual, retrieved information
● Generate accurate responses using both training and new data
● Update external knowledge sources regularly for freshness

How RAG Works













● AlloyDB: Managed, scalable database for storing large datasets 
(e.g., knowledge base, documents).

● Vertex AI: Provides access to Google's powerful language 
models for natural language understanding and generation.

● Retrieval-Augmented Generation: Combines LLMs with a 
search-based system to fetch relevant data, enhancing 
responses.

● Chat Interface: A front-end application where users can 
interact with the system.

Key Components of the System





● What is AlloyDB?
○ Fully managed PostgreSQL-based database for scalable, 

high-performance querying.
○ Optimized for analytical workloads and real-time retrieval.

● How AlloyDB Fits In:
○ Stores large sets of documents, user interactions, or 

knowledge base for easy retrieval.
○ Acts as the primary data source for the retrieval step in 

RAG-based systems.
● Use Case Example:

○ Querying a database for customer information or knowledge 
articles to augment the chat conversation.

AlloyDB for Data Storage and Retrieval



● What is Vertex AI?
○ Google's AI platform for building and deploying machine 

learning models.
○ Includes pre-trained models for language understanding, 

generation, and specialized NLP tasks.
● How Vertex AI Enhances Chat Application:

○ Provides access to GPT-like models to handle natural language 
understanding.

○ Can be fine-tuned for specific tasks (e.g., customer service, 
FAQ generation).

● RAG in Vertex AI:
○ The retrieval part of RAG fetches relevant data from AlloyDB, 

then Vertex AI generates context-aware responses.

Leveraging Vertex AI for Language 
Understanding and Generation



● Workflow:
○ User Input: User submits a query through the chat interface.
○ Knowledge Retrieval (RAG): The system queries AlloyDB to find 

relevant documents or data.
○ Response Generation: Vertex AI processes the retrieved data 

to generate a response that is contextually aware.
○ User Response: The generated response is sent back to the 

user.
● Key Benefits:

○ Scalability: AlloyDB handles large datasets, ensuring fast 
retrieval.

○ Accuracy: RAG improves response quality by supplementing 
LLM-generated content with external knowledge.

○ Efficiency: Vertex AI provides the language model backend, 
optimized for quick deployment and fine-tuning.

Integration and Workflow of the Chat Application



● https://github.com/GoogleCloudPlatform/genai-databases-retrieval-app/blob/mai
n/docs/datastore/alloydb.md

● https://www.cloudskillsboost.google/focuses/97381?parent=catalog 
● https://cloud.google.com/alloydb/docs/overview
● https://github.com/GoogleCloudPlatform/vertex-ai-samples 
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